
Towards Automated Customer Support

Momchil Hardalov1 Ivan Koychev1 Preslav Nakov2

FMI, Sofia University „St. Kliment Ohridski”, Sofia, Bulgaria,
{hardalov,koychev}@fmi.uni-sofia.bg

Qatar Computing Research Institute, HBKU, Doha, Qatar,
pnakov@qf.org.qa

The 18th International Conference on Artificial Intelligence:
Methodology, Systems, Applications

Varna, Bulgaria
13 September 2018

M. Hardalov et al. (FMI, QCRI) Towards Automated Customer Support AIMSA’18 13 Sep 2018 1 / 22



Overview

1 Introduction

2 Literature Review

3 Method

4 Experiments

5 Conclusions and Feature Work

M. Hardalov et al. (FMI, QCRI) Towards Automated Customer Support AIMSA’18 13 Sep 2018 2 / 22



Introduction

Why is my Internet connection dead?
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Introduction

What time is the next train from
Sofia to Varna?
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Introduction

Where is the AIMSA ’18 conference
dinner going to be?
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Introduction

Need of 24× 7 customer support
Brought communication alternatives:
e-mail, social networks, forums/message boards, live chat, self-serve
knowledge base, etc.
Employee hiring, training and satisfaction
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Introduction

Can we do better?
1 Can we make the machines answer closed-domain questions?

2 Can we automate the process without the need of human interference?
3 Can we teach the machine “to talk” like a human?
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Literature Review

Sequence-to-sequence in context of machine translation
[Sutskever et al., 2014, Cho et al., 2014]

First applications in dialog systems [Vinyals and Le, 2015]
In the aspect of QA systems:

Ubuntu Dialog [Lowe et al., 2015, Lowe et al., 2017]
SemEval-2016 task 3 [Boyanov et al., 2017]

Twitter related bots:
Hierarchical structure [Serban et al., 2015]
Context [Sordoni et al., 2015]
One-shot conversations [Shang et al., 2015]

Hybrid models IR + NN [Qiu et al., 2017, Cui et al., 2017]
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Data & Preprocessing

Customer support on Twitter dataset 1 (Over 2M posts)

Used only tweets from Apple support 49 626 dialog tuples
Filtered all utterances that redirect the user to another communication
channel
Filtered all posts older then 60 days
Divided the dialogs in train and test by post time:
45 582 for training and 4044 for testing (last 5 days)
Replaced slang, special words (users, urls, etc.), short forms

1https://www.kaggle.com/thoughtvector/customer-support-on-twitter
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Information Retrieval

Based on ElasticSearch 2

Using BM25 (Improved TF.IDF) [Robertson and Zaragoza, 2009]
English analyzer
whitespace- and punctuation-based tokenization
Word 3-grams

2https://www.elastic.co/products/elasticsearch
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Sequence-to-Sequence I

Seq2seq model with Bahdanau attention [Bahdanau et al., 2014]

3

3
https://guillaumegenthial.github.io/sequence-to-sequence.html

M. Hardalov et al. (FMI, QCRI) Towards Automated Customer Support AIMSA’18 13 Sep 2018 9 / 22

https://guillaumegenthial.github.io/sequence-to-sequence.html


Sequence-to-Sequence II

Embedding layer (8192 words)
(GloVe + positional)

Encoder: Bi-directional LSTM layer (512)
Decoder: Two stacked LSTM layers (2× 512)
Dropout (0.2) after LSTMs
Adam with exp. decay [Kingma and Ba, 2015]
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Transformer I

Attention is all you need [Vaswani et al., 2017]

4

4[Vaswani et al., 2017]
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Transformer II

Sinusoidal positional embedding (8192 words)

N = 4, dmodel = 256, dinner = 512, dk = 64, dv = 64
Dropout (0.1) after sub-layers
Adam as suggested in [Vaswani et al., 2017]
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Metrics

Our metrics are divided in two categories:

Word Overlap Measures
BLEU@2 [Papineni et al., 2002]
ROUGLE-L [Lin, 2004]

Semantic Evaluation Measures
Embedding Average
Greedy Matching [Rus and Lintean, 2012]
Vector Extrema [Forgues et al., 2014]
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Word Overlap Measures
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Semantic Evaluation Measures
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Examples I

Question & Answer Response
(1) my phones speaker just
broke down on me thanks
<user> do better

<user> we are here to help.
which iphone and ios version are
you using? are you having a
sound quality issue or is there
no sound at all?

IR: <user> we can help with
your device . do you notice
the slowness when performing a
particular activity ?
Seq2Seq: <user> that is not
the experience we want you to
have . which iphone model do
you own ?
Transformer: <user> thanks
for reaching out to us . we are
always happy to help . can you
tell us which version of ios 11
you are using ?
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Examples II

Question & Answer Response
(2) i am trying to type it
not fuckin i.t, your product is
absolute garbage. figure it out.
<user> <user>

<user> lets take a closer look
at this to get your device work-
ing right. which model do you
have and that is the exact os
version number installed?
have you tried any steps so far
and when did this start happen-
ing?

IR: <user> thank you for
reaching out . we want to help
. to start , lets go to settings >
general > about and see which
version of ios your iphone is on
please .
Seq2Seq: <user> we would be
happy to look into that is going
on . can you tell us more?
Transformer: <user> heres
what you can do to work around
the issue until it is fixed in a fu-
ture software update : <url>
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Examples III

Question & Answer Response
(3) capaz que si actualizo ios
me teléfono se convierta en
ladrillo :(....ya no confío en sus
productos <user>

<user> we offer support via
twitter in english. get help in
spanish here: <url> or join
<url>

All models: <user> we offer
support via twitter in english get
help in spanish here <url> or
join <url>
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Examples IV

Question & Answer Response
(4) <user> excuse me , i am got
a refund confirmation email but
nothing happened . do i have to
do anythings ? → <user> thanks
for reaching out to us about your
refund ! to clarify , was this a
refund for a purchase in the itunes
store ? or was this a product
purchase ? <user> thanks for
reply . i am purchased music in
itunes store .

<user> thanks. our itunes store
support team would have the best
information for you on that. you
can contact them here: <url>

IR: <user> alright . our itunes
support team will be able to look
at this with you . please reach out
to them here : <url>
Seq2Seq: <user> we are investi-
gating and will update our system
status page as more info becomes
available <url>
Transformer: <user> thanks for
reaching out . we would recom-
mend leaving that request on our
feedback page : <url>
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Conclusions & Future Work

Conclusions

Information Retrieval

+ Very fast with smooth utterances
- Cannot generate new responses

Attentive Seq2Seq

+ Can work with less data
- Slower training

Transformer

+ Fast training, no recurrence
- Very large parameter space

Future Work
Combine the three approaches into an ensemble
Experiment with byte-pair encoding [Sennrich et al., 2016]
Handle questions whose correct answers evolve over time
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Future Work
Combine the three approaches into an ensemble
Experiment with byte-pair encoding [Sennrich et al., 2016]
Handle questions whose correct answers evolve over time
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Results

BLEU@2 ROUGE-L

IR - BM25 13.73 22.35
Seq2Seq 15.10 26.60
Transformer 12.43 25.33

Table: Results based on word-overlap measures.

Embedding Average Greedy Matching Vector Extrema

IR - BM25 76.53 29.72 37.99
Seq2Seq 77.11 30.81 40.23
Transformer 75.35 30.08 39.40

Table: Results based on semantic measures.



Metrics

Greedy Matching

greedy(v ,w) =

∑
v∈u1 weight(v) ∗maxw∈u2 cos(v ,w)∑

v∈u1 weight(v)
(1)

simGreedy(v ,w) =
greedy(v ,w) + greedy(w , v)

2
(2)

Vector Extrema

extrema(ui ) =

{
max ui , if max ui ≥ |min ui |
min ui , otherwise

(3)



Adam for Transformer

Learning rate in Transformer

lrate = d−0.5model ·min (step_num−0.5, step_num · warmup_steps−1.5) (4)



Discussions

Seq2Seq performed best:
Embedding Average by +0.58
Greedy Matching by +0.73
Vector Extrema by +0.83
15.10 on BLEU@2 (+1.37)
26.60 on ROUGE-L (+1.27)

Transformer is ranked 2nd in 3/5
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